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LG AI Research in LG Group
In order to improve our AI capabilities on the group level, LG AI Research is spreading unique elements to our affiliates. 

This includes improving AI technology capabilities, overcoming business challenges, and conducting joint research.

R&D

AI Talent Recruiting

AI Business Development

AI Ethics Committee

AI Education

LG Affiliated Companies

LG U+ (Wired/wireless communication, media, IoT, AI)

LG HelloVision (Media platform)

GⅡR (Advertisements)

LG CNS (IT convergence, cloud technology, AI big data, IoT platforms)

D&O (Leisure, asset management)

Communications/Services

Electronics
LG Electronics (Home Appliances, TVs, Vehicle Solutions, etc.)

LG Display (LCD, OLED, Next-Gen Displays)

LG Innotek (Optical Solutions, Substrate Materials, Electronic Components)

LG Chem  (Petrochemical, battery materials, electronic materials, biopharmaceuticals) 

LG Energy Solution  (Automotive batteries, small batteries, ESS batteries) 

LG Household & Health Care  (Cosmetics, household items, health functional foods, beverages)

Farm Hannong (Agricultural chemicals)

Chemical
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EXAONE 3.0 excels in real-world AI applications, with top-tier performance benchmarks, transparent global validation, 

and an open-sourced 7.8B model to contribute to the AI research ecosystem

(EXpert Ai for everyONE)

AI Partnership to 

Revolutionize Biomedical 

Science

LG AI Research and Jackson 

Laboratory join forces to use AI for 

breakthroughs in Alzheimer's and 

cancer research, aiming to 

revolutionize personalized 

medicine.

Mar.2024 LG AI Research & Jakson Lab



Global Perspectives 
on AI Risks
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Three Key AI Risks Highlighted by International Experts
The report, developed by a global panel of 75 AI experts from 30 countries, identifies three major risks associated with AI systems. 

The final version will be published at the France AI Action Summit next February.

General-Purpose AI Risks

1. Malicious Use: AI can be exploited for scams, 

disinformation, and cyberattacks.

2. Malfunctions: AI may produce biased results and pose risks 

of losing control.

3. Systemic Risks: AI may disrupt jobs, widen inequalities, 

strain energy use, and raise privacy issues.

Cross-Cutting Risks

- Difficulty ensuring AI safety, with rapid development 

outpacing regulation.
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United Nations AI Safety Summit Big Tech

• Announcement of AI Ethics Principles (since 2018)

• Frontier Model Forum (Enhancing Safety, 2023)

• Partnership for Global Inclusivity on AI (2024)

- Meta: Open-source AI accessibility, "No Language Left Behind“

- AWS/Google/IBM/Microsoft/Nvidia/OpenAI: Expanding education

- AWS/Anthropic/Google/Microsoft: Investment and support for 

developing countries

• 1st Summit (UK, 2023): Safety

• 2nd Summit (Korea, 2024)

- Innovation, Safety, Inclusion

• 3rd Summit (France, 2025)

- Public Interest, Future of Work, Innovation & Culture, 

Trust, Global AI Governance

• UNESCO Recommendation on the Ethics of AI 

(Principles, 2021)

• UN High-Level Advisory Body on Artificial Intelligence 

(2023–2024)

• UN Global Digital Compact (2024)

- Bridging the digital divide, accelerating sustainable 

development, protecting human rights, and 

strengthening global governance

Beyond AI Safety: The Rising Importance of Inclusive AI
Concerns are rising over the growing gap between those benefiting from AI and those being left behind. 



Responsible AI Inclusive AI

• Securing reliability and expertise for 

industrial applications

• Moving beyond the declaration of AI Ethics 

Principles to implementation and reporting

• Open access to models and industry data

• Promoting AI literacy through education



Responsible AI

Embedded Ethics
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LG AI Ethics Principles
Going beyond technology, LG believes that AI will facilitate better lives for people.

We respect the AI Ethics Principles to make our society healthier and more sustainable.
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Governance_AI Ethical Impact Assessment(EIA)
Procedure designed to identify and address potential risks that may arise in the AI lifecycle
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Governance_Human Rights as Compass for AI EIA
We are committed to respecting, protecting, and promoting human rights throughout the entire lifecycle of our AI systems

Could this project be applied in high-risk areas?
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Could the completed project negatively impact users or 
stakeholders (e.g., physical harm, mental distress, 

economic damage, human rights issues)?

Are vulnerable or marginalized groups among the 
stakeholders affected by the project (e.g., children, 

elderly, people with disabilities, low-educated, irregular 
workers)?

Does the dataset include legally sensitive information, 
such as personal data, children's data, health and 

medical information?

Is the dataset representative (e.g., diverse population 
groups, sufficient collection period, various regions)?

Can users, whether intentionally or unintentionally, use 
the AI system in ways that could harm people?

<Red teaming based on the Universal 

Declaration of Human Rights>

• Educate data workers on the Universal Declaration of Human 

Rights and the Sustainable Development Goals

• Provide guidelines to ensure that the data they produce 

upholds these values.
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Research_AI Delivering Trustworthy Answers

AI model generating answers based on factual information
and evidence Unlearning Research on selectively removing pre-learned 

bias/sensitivity information from models to increase safety

Data preprocessing De-identify your data Selective data erasure

Efforts to Overcome Structural Limitations of AI Models and Prevent and Address Unintended Human Rights Violations
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Engagement_AI Ethics Awareness Survey & Seminar
Annual 'AI Ethics Awareness Survey’ to assess the awareness and practice of AI ethics and to improve adherence to the institute's AI ethics principles

Hold a Bi-weekly seminar where everyone learns from everyone
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LG AI Accountability Report on AI Ethics
Align with the UNESCO’s Recommendation on the Ethics of AI, and South Korea’s National Guidelines for AI Ethics and the Digital Bill of Rights



Inclusive AI

No one left behind
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EXAONE 3.0 7.8B
Inst.

Llama 3.1 8B Inst. Gemma 2 9B Inst. QWEN 2 7B Inst. Phi 3 7B Inst. Mistral 7B Inst.

Releasing the EXAONE 3.0 language model as open source

Cost Competitiveness HuggingFace / GithubHigh Performance in Real-world

Benchmark

MT-Bench

Arena-Hard-v0.1

WildBench

AlpacaEval 2.0 LC

Average

EXA.

9.01

46.8

48.2

45.0

57.5

LLA.

7.95

28.0

34.5

31.5

43.4

GEM.

8.52

42.1

41.5

47.5

54.1

QWE.

8.41

21.7

34.9

24.5

41.3

PHI.

8.52

29.1

32.8

37.1

46.0

MIS.

7.72

16.2

29.0

31.0

38.3

Inference Time Memory Usage Cost

EXAONE 1.0 EXAONE 2.0 EXAONE 3.0

1

Memory 

Usage:

3.0 vs. 2.0

35% ▼ Cost:

3.0 vs. 2.0

72% ▼

Inference

Processing 

Time:

3.0 vs. 2.0

56% ▼

1

0.75

0.33
0.30

0.20
0.23

0.06

1

We released the EXAONE 3.0 language model as open source to advance global AI research and accessibility.



｜ ｜

AI Literacy and Education Activities
Tailored AI education programs for students of all ages (over 30,000 individuals annually) for free

to enhance public awareness of AI and address educational inequality

LG Aimers
(AI Expert Training for Youth,19-29)

LG Discovery Lab
(AI Education for Teenagers)

LG AI Academy
(Specialized AI Training for LG Employees)



｜ ｜

Global Partnership for building a more Ethical AI
LG AI Research is the only South Korean enterprise that has formed an AI ethics partnership with UNESCO 

and signed a Tech Accord to Combat Deceptive Use of AI in 2024 Elections

Partnership with 
UNESCO(23.11)

Tech Accord to Combat 
Deceptive Use of AI(24.2)
(Munich Security Conference)

Seoul AI 
Business Pledge(24.2)

(AI Seoul Summit)
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LG–UNESCO Global MOOC on the Ethics of AI
Empower experts to become champions and advocates on the ethical practices of AI 

Those that harness AI's potential while adhering unwaveringly to ethical principles like fairness, transparency, and human rights

• Target: AI practitioners, researchers, policymakers, 

and advocates 

• Contents: Provides knowledge and tools to navigate 

the ethical landscape of AI, covering crucial topics 

such as bias mitigation, privacy safeguards, 

transparency, and human oversight

• Schedule

- First half of 2025: Collect and solicit outstanding AI 

ethics cases globally

- Throughout 2025: Develop MOOC content

- Early 2026: Release globally via UNESCO platform
(Source) https://youtu.be/AiK0iYZuNS0?si=yPhjfI4T-5twOQ3g



AI Governance
& Education
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Rather than trying to create a fully detailed AI governance framework from the beginning, we should adopt an adaptive approach

—making decisions first in areas with social consensus and then updating governance as technology advances and societal perceptions change.

Source: https://quotefancy.com/quote/1467944/Alfred-North-Whitehead-The-art-of-progress-is-to-preserve-order-amid-change-and-to

Adaptive Governance_What to change and what to preserve?



｜ ｜

AI’s Impact Across the Life Cycle: Tailored Educational Approaches
We need to analyze the impact of AI on individuals at each stage of the life cycle and 

design and implement tailored educational policies that align with these insights

Source: https://stock.adobe.com/kr/search?k=human+life+cycles&asset_id=771431249
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How can we build an AI Governance that gains universal trust?

Multi-sectoral Cooperation

Industries: develop reliable AI models that can overcome technical challenges like hallucinations and 
establish robust AI risk management governance

Governments: create new governance through social consensus among diverse stakeholders in the face 

of new conflicts arising from the proliferation of AI and ensure no one is left behind by AI’s benefit
(Education/Training, Reduced Working Hours, Income Redistribution)

International Organizations: identify and standardize best practices in AI ethics globally and 

disseminate them, while also strengthening the capacities of developing countries

Individuals: realize that they are not only consumers, but also data producers, content creators, and 
influencers, and rethink their role in AI ethics (AI ethics must be at the core of AI education)

Consumers Content CreatorsData Producers Influencers

Personal Identity in the Age of AI
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